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COMPARISON OF THE PERFORMANCE OF IPV4 & IPV6

The performance issues, associated with convestinkPv4 network to an IPv6 network, were discoveTedeliminate the
uncertainties related to the Internet performancse of experiments was conducted in the laboratetwork to compare the
delays experienced by packets traversing IPv4 mé&piev4 network with NAT, IPv6 network and mixetiworks with utilizing
tunnels. Very significant variations in the delayere found when using anything other than an IRtdvark.
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Jlocnioscero npobnemu npodykmueHocmi, nos'sizani 3 nepexodom 6io |PVavepesic 0o |PV6-wepeorc. [na ycynenns negusnaye-
HOCmell, NO6'A3ANUX 13 GNIUBOM PIZHUX MUNIE Mepedic Ha NPOOYKmuHicmv mepedici Inmeprnem, y nabopamopnux ymosax 6yna npo-
6€0eHa cepisi eKCNePUMEHNIG, W00 NOPIGHAMU 3aMPUMKU, WO SUHUKAIOMb Npu mpancnopmyeéanti naxemis ¢ |PVA-uepeorci, |IPv4-
mepesici 3 euxopucmannam NAT, IPVBuepeoici, a makooic smiwanux mepesicax, siki 30iICHIO0Mb nepedayy nakemie 3a 00noMozo0
mexHonozii cmamuuno2o mynenosants. Ipu suxopucmanni ne |PVA-uepesic 6ynu suseneni sHauri sapiayii 8 3ampumkax.

Knrouosi cnoea: inmepnem-npomoxon, suuepnanns |Pvaadpec, IPV6, IPVdmyneni, IPV6myneni, NAT podykmuericms mepesxci.

Hccnedosanvl npodnemuvl npouzsooumensHocmu, cesasaunvie ¢ nepexooom om |\Pva-cemeii na |\PV6cemu. [[na ycmpane-
HUsL HeonpeoenéHHocmell, CEA3aHHbIX C GIUAHUEM PA3IUYHLIX MUN0E cemell Ha npousgooumenvhocms cemu Humepnem, 6
n1abopamopHsIx YCioeusax bulia nposedena cepus IKCHepUMEeNnos, unmobbl CPasHUmb 3a0epiICcKU, 603HUKaouue npu mpanc-
nopmupoeke nakemog ¢ |\Pva-cemu, |Pv4cemu c ucnonvzosanuem NAT, IPv6eemu, a maxoice cmewannwix cemsx, ocyuec-
MBIAIWUX Nepedaty NaKemos npu NOMOWU MeXHOAo2UU cmamuiecko2o mynenuposanus. Ilpu ucnonvzosanuu ne |Pv4-
cemeitl 6bLIU OOHAPYICEHBL 3HAYUMETbHBLE BAPUAYUU 8 3A0EPIAHCKAX.

Knrouesvie cnosa: unmepnem-npomoxon, ucuepnanue |\Pv4 aopecos, IPV6, |IPvdmyunenu, \PV6 mynneau, NAT,npous-
600UMENbHOCMb Cemu.

Introduction. The problem of IPv4 address exhaustion is a wedlkn problem that first
appeared in the 1980s due to a large unexpectesbs® in the number of Internet users. The
problem has been exasperated by the rate of také thye internet in developing countries, the
introduction of smart mobile devices that are cépabaccessing the Internet using IP addresses
and virtualization technology. Despite the use afious technologies to mitigate the problem,
such as CIDR and NAT, in April 2011 the first Ragab Internet Registry (RIR) for the
Asia/Pacific Region (APNIC) exhausted its pool #b@ated addresses [1]. Additionally RIPE
(Réseaux IP Européens) the European RIR ran @addresses in September 2012. It is predicted
that the American Registry for Internet Numbers [ARregion will run out of addresses by
January 2014. Figure 1 shows the rate of allocatibiPv4 addresses. So dealing with this
problem has become high priority in many countviesldwide. IPv6, a new version of the IP
protocol, was developed to solve this problem. hlilght the importance of the change from
IPv4 to IPv6 a launch test day was announced “H&ppstd IPv6 Launch Day (June 6, 2012)” to
encourage users to test their IPv6 Connections.n&e advantage of the IPv6 is the bigger
address field, 128 bytes. It allows creation ajéamumbenof the IP addresses [2].
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Fig. 1. IPv4 Address exhaustion

However, it is not possible to complete transittoom IPv4 to IPv6 addressing in one
simple upgrade due mainly to the number of hostsyess and infrastructure devices that
make up the Internet. Coordinating this changensaasive task so this means that both IPv4
and IPV6 protocols will be exist simultaneously ke Internet [3]. Since this will require
converting IPv4 packets to IPv6 packets and vigsavd is likely that there will be an effect
on the overall performance of the Internet. Thipgrainvestigates the performance issues
associated with running both protocols at the siame. Investigations will be conducted on
both IPv4 and IPv6 networks and in the use of tingehrough the network.

Related work. Despite the fact that the IPv6 protocol has exi$tednore than 10 years,
there are not many academic papers investigatieg pgrformance issues between the
different networks types. This is a short revievited work.

In 2003 Zeadally et al. performed the series ofeexpents to discover the performance of
IPv4/IPv6 on Windows 2000, Solaris 8 and RedHatQp&rating Systems. [4][5] The papers
considered the CPU utilization, latency and thrqughof the Operating systems. The main
feature of current research is the investigatiothviioth TCP and UDP protocols. Their
findings were that there was only a small effectloa performance of the Operating systems
with IPv4 and IPv6 networks. A similar set of theperiments to discover IPv4 and IPv6
performance was conducted in 2007 in the Centravdysity of Venezuela [6]. Gamess and
Morales conducted the experiments with point-taapeobnnection using two identical PCs to
discover the performance of IPv6 and IPv4 on symdrating systems as Windows XP SP2,
Solaris 10, and Debian 3.1, for IPv4 and IPv6. Toeparison was carried out on the
throughput of TCP and UDP protocols. The resultsthef experiments presented, that a
greater throughput was obtained using IPv4 in i and TCP variants than IPv6 [7].

In 2007 in the Chinese University of Hong Kong therformance of the tunneling was
investigated by Law et al. [8]. Experiments weradicted over a 6 month period using 7
IPv6/IPv4 dual-stack machines running Windows X& Bedora Core 5. The results showed that of
the 10,534 hosts randomly chosen only 2,014 wearehedble from both IPv4 and IPv6. As a result it
was concluded that the Windows-based clients usia§ showed much lower performance than
Unix-based clients. The effect of tunneling IPv@ aative IPv6 are very similar.

Arthur Berger conducted a set of experiments irl201discover the performance of the IPv4
and IPv6 networks [9]. Measurements of the perfocaaof the tunneled networks compared to
the native networks was also performed. Anothemomapt feature of this investigation was the
analysis by geographical areas. The results afulrent research showed that the performance of
the tunneled network was higher than that of thiz@#Pv6 network.

Research work presented in this paper concentoatése performance of the network and
the infrastructure devices rather than the Opeagafigstems of the host machines. For these
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tests Cisco 2600 series routers were used withadadnced I0S Operating system necessary
for the support of IPv6.

Investigations. When considering performance of networks therenaaay variables to
be considered however to make results meaningfalnecessary to eliminate some of these
variables by keeping them constant. The performafdbe IPv4, IPv6 and mixed networks
was evaluated using delays caused by the netwanipapents.

Laboratory network. This was carried out in laboratory conditions timélate the
uncertainties due to the Internet variations. Awoek was built based on the topology covered
in the paper Principles of Eliminating Access Cohtrists [10]. Results obtained were then

extrapolated to the real network. The structurhefused network can be seen in figure 2.
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Fig. 2. Network, used in the investigation

Network traffic was generated by the use of thegpitility which sends ICMP Request
packets from PC_0 to PC_1 and receives ICMP padiatk from PC_1. These packets are
captured using the Wireshark utility run on a da@dted Linux machine PC_M. This is quite a
unique technique to use since it ensures that tisdees obtained from either side of the
network are synchronized. An initial experiment wasducted to identify the accuracy of the
measurements and the delay, which theoreticallyldHze 0 pus but in reality was on average 6
us. This would be the error bar for the all thailtssobtained in the work. Statistical parameters
such as minimum, maximum, average, mode and stduwéaration were used for comparison.

IPv4, NAT and IPv6 tests.All tests were carried out using the same equipriteninly
difference being the configurations of the routestipport the native protocols. As part of the
initiative to save IPv4 addresses Network Addresan3lation (NAT) with private IPv4
Addresses is standard practice in most networks miternet connectivity. So to make an
initial comparison of the basic delays experienbgdpackets in the network experiments
were carried out with IPv4 native network and Ifetwork with NAT enabled and IPv6
native. Table 1 contains the results obtained.

Table 1
Delay in s for IPv4, IPv4 with NAT and IPv6 network
Min | Max | Average| Standard Deviation
IPv4 native network 158 373 256 ~33
IPv4 network with NAT 358| 634 459 ~38
IPv6 native network 1110 3048 1318 ~232

It can be seen that there is a significant diffeeebetween the delay when using IPv4
with NAT and IPv6 networks. Based on the averadgeesthe delay in an IPv4 network with
NAT are approx. 80 % longer than for the IPv4 mathetwork. Additionally when using a
native IPv6 network the difference in the averagkay over values, is around 415 %.

Delays were obtained from the times collected in MCFig 1, using (Tethl — TethO).
These results were also analyzed using a histogracess and plotted in Fig 3. This makes
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the comparison to be more easily seen. The x-axilay in us and y-axis is the number of
times this value was obtained, 1000 packets weatysed for each network configuration.
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Fig. 3. Comparison of the delay for IPv4, IPv4 withTN&nd IPv6

It has been clearly demonstrated that there isnarease in delay when NAT or IPv6
networks are configured.

Performance of IPv4 and IPv6 networks using tunnelsAs discussed previously, it is not
practical to convert the network in easily so biéttd and IPv6 protocols will exist on the same
network. Further investigation were conducted tiemheinate the performance of a networks that
contained a mixture of IPv4 and IPv6 protocols. #sts were carried out using the same
equipment the only difference being the configoratiof tunnels between the routers. In the first
set of tests the protocol used was either IPv4a6 Ihowever, these tests use the static tunnel
functionality provide in routers. Initially the rters were configured to accept IPv6 packets then
pass them through an IPv4 tunnel before being ctet/doack to IPv6 packets referred to as
IPv6-IPv4-IPv6 mixed network in table 2. Followitigs IPv4 packets were passed through an
IPv6 tunnel, these are referred to as IPv4-IPv@tidixed network in table 2.

Table 2
Delay in s for IPv4 and IPv6 tunneled networks
Min Max Average Standard Deviation
IPv6-IPv4-1Pv6 mixed network 1957 3369 2131 ~166
IPv4-IPv6-1Pv4 mixed network 2184 6319 2459 ~243

This shows that the IPv4-IPv6-IPv4 network has lHrgest delay and when compared
with an IPv4 network the delay is increased by ntbaa 850 %.

A histogram of the results has been plotted inrkgdi from which it can be clearly seen
that the IPv4 network has the best performance.
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Fig. 4. Delays for Ipv4, IPv6 and tunnel networks
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All the technologies designed to solve the probtdnthe IPv4 addresses space exhaustion
impact on the network performance. In fact thereaissignificant difference between the
performances of the different network types. EvenlPv6 native network creates five times longer
delay, than IPv4 native network and almost 3 titoeger delay than IPv4 network with NAT.

Conclusions.IPv4 address space exhaustion is a very importabigm that can no longer
be forgotten about. Several technologies, suchfag Mere proposed to solve this, but only the
replacement of the old IPv4 version of the IP protdy the new IPv6 version can completely
solve the problem. Converting networks to use #e61protocol involves reconfiguring or
replacing every device in the network infrastruefuas well as the servers and host devices. So
carrying out this upgrade has to be carried ot phased project due to the sheer number of
devices involved. Hence IPv6 networks and IPv4 odtwvill have to operate simultaneously
for the foreseeable future. To accommodate thisdlimg technologies are used. All the present
technologies and networks will allow the networ&satork in the new concurrently but there
are performance issues associated with using toeseersion techniques.

By carrying out experiments in a laboratory coiodis this investigation show that each
attempt to deal with the address problem requinesnetwork to be modified and results in
increased network delays. Due to the variationsha times that are taken to handle the
packets statistical techniques have been used dlyznthe data. Average delays for the
networks have been calculated and are used asl@ation of the typical delay.

The average delay through the IPv4 native netwoak ¥ound to be 256 microseconds
and that when using IPv4 network with NAT is almosice longer, 459 microseconds.
However when IPv6 is used in the network the detajncreased to 1318 microseconds,
which is 5 times longer than for IPv4. So conveytan IPv4 network to a IPv6 network with
present routers and Operating systems will havadwerse effect on the performance and
hence a great deal of consideration needs to lem dgefore taking this step.

Due to the requirement that IPv4 and IPv6 wouldehty coexist on the network then a
consideration has to be given to the performandarofels. These investigations show that this
scenario produces the worst performance. A mixe@-IPv4-1Pv6 network with static tunnel
creates the average delay of 2131 microsecondsthanchixed IPv4-IPv6-IPv4 network with
static tunnel creates the average delay of 2466oseconds. Table 3 shows the % by which the
average delay through the network, in Figure ihaseased above that of an IPv4 network.

Table 3
Comparison of % increase in delay above IPv4 networ
Compared to IPv4 network
IPv4 network with NAT >80%
IPv6 native network >415%
IPv6-IPv4-1Pv6 mixed network >730%
IPv4-1Pv6-1Pv4 mixed network >850%

Finally it can be concluded that unless it is absa necessary then converting from an
IPv4 to an IPv6 network utilizing the present equgnt is not recommended.
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